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Dear Readers,

The content of this JITA issue consists of five papers covering different areas of information processing.

In the first paper, named “Cluster Formation Techniques in Hierarchical Routing Protocols for Wireless Sensor Networks”, by Goran Popovic and Goran Dujkanovic, a brief description of the techniques used for hierarchical organization of cluster heads in wireless sensor networks is presented, based on modifications of Low Energy Adaptive Clustering Hierarchy (LEACH) routing protocol. The aim of the paper is to present ideas that have been introduced in these protocols as a basis for further research.

In the second paper, named “VirtualSign Translator as a Base for a Serious Game”, Paula Maria de Sá Oliveira Escudeiro, Nuno Escudeiro, Marcelo Norberto and Jorge Lopes outline the development of a game aimed at making the process of learning sign language enjoyable and interactive, using the VirtualSign Translator. In this game the player can control an avatar and interact with several objects and Non-player characters in order to obtain signs. Through the connection with VirtualSign Translator, the data gloves and Kinect support, this interaction and the gestures can then be represented by the specific character.

The third article named “Online Evaluation of Recommender System with MovieLens Dataset”, by Asmir Handžić, explores the advantages of recommender systems based on the matrix factorization in respect to classical first neighbor recommender systems to real users through A/B test. The results presented in this paper confirm the hypothesis that the recommender systems based on the models of matrix factorization are superior in relation to classical nearest-neighbor recommender systems.

The fourth paper named “Model of Processing and Selling Insurance over the Internet”, by Dragan Mihic, Branko Latinovic, and Tomislav Vujinovic, introduces a new model of processing and selling insurance over the Internet. The new model has been developed with the aim to eliminate imperfections of the previous processing system, having in mind that most of current selling insurance models contain manual processing.

In the last paper named “Road Safety Management in Local Communities”, by Milenko Čabarkapa and Zoran Ž. Avramović, the road safety management in local communities is presented, using Montenegro as a case study. The paper compares changes in the state of road safety in the period before and after the adoption of the Global Plan for the Decade of action for road safety, given by World Health Organization. The statistical analysis of changes showed that the improvement or deterioration of the state of road safety at all levels of management can be directly associated with the achievement of coordination of activities and sharing of responsibilities for the state of road safety.
CLUSTER FORMATION TECHNIQUES IN HIERARCHICAL ROUTING PROTOCOLS FOR WIRELESS SENSOR NETWORKS
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Abstract: Wireless sensors are an irreplaceable link in the chain of global networking today. There is almost no area of human activity where they are still not used, and they will be used in the near future almost everywhere. Wireless sensor networks consist of a large number of sensor nodes that are arranged (usually randomly) in an area. The main problem is the limited power supply. Sensors are usually powered by the battery which is not possible to replace. The lifetime of the network depends on the duration of battery power of sensor nodes. The largest part of the consumed energy goes for communication with the rest of the network. Therefore, the selection of good routing protocol is essential for the long life-span of the network. There are a large number of proposed protocols and they can be divided into several groups, depending on the approach to the problem. In this paper we present a family of hierarchical protocols, their common features and specific implementation, we will present advantages and disadvantages as well as possible directions of further development.
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INTRODUCTION

Sensors listen and gather information from the environment and send them to the base station (BS). Energy consumption is a major problem given that spent batteries are very difficult, expensive and usually impossible, to replace. Therefore, it is necessary to save energy wherever it is possible [8], [20]. That is the reason why the routing protocols, which take into account energy efficiency, are a constant object of researching. There are different approaches to this problem. One large group of protocols is hierarchical protocols. In these protocols, there is no direct communication of BS with each sensor node. There are selected nodes that play a special role in communication in hierarchical networks. These protocols start from the clustering concept. The whole network is divided into a certain number of smaller groups, called clusters, and each cluster has one node with special assignments – Cluster Head (CH). Only CH has the ability to directly communicate with the BS. This method reduces the number of nodes which send data to BS. BS is usually located at a relatively large distance and thus performs a significant energy saving. Additional energy saving is achieved by aggregating data in CH. In fact, one CH receives data from the belonging nodes which are usually located at a short distance from each other. For this reason, the data which represent sensed physical phenomenon are quite similar. The redundant data are discarded. This reduces the amount of data that will be sent to the BS, without losing important information. This structure represents a network of multi-hop connections from the nodes to the BS. For this reason, we define such protocols as hierarchical. Topology of hierarchical network is shown in Figure 1. The oldest protocol in this family is the famous Low Energy Adaptive Clustering Hierarchy (LEACH), presented in [14]. Thereafter, a large number of other protocols have been proposed, most of which are modifications...
of the basic concept LEACH [19]. Some of them are
designed as multi-tier, consisting of two or more levels
of hierarchy, as presented in [7]. In this work, we brie-
fly introduce the idea of LEACH and then describe the
proposed modifications in other similar protocols.

Figure 1. Model of hierarchical network topology

LEACH PROTOCOL

LEACH was proposed in 2000. It is still the basis
for the development of other models of hierarchical
routing. Since power consumption depends on the
distance from the sensor node to the BS, the goal is
to reduce the number of connections that are realized
over long distances and the number of transfer opera-
tions. The LEACH is divided into rounds, where the
role of CH rotates in a random manner. In each round
there are two phases: setup and steady state. In the
setup phase, each node first chooses a random number
between 0 and 1. The number is compared to a thresh-
hold value $T(n)$ calculated by the expression (1), where
$P$ is the desired percentage of CH in the network, $r$
is the number of the current round, $G$ is a set of nodes
which were elected as CH in the last $1 / P$ rounds.

$$T(n) = \begin{cases} \frac{P}{1 - P \times (r \mod \frac{1}{P})} & \text{if } n \in G \\ 0 & \text{otherwise} \end{cases}$$

If the randomly selected number is less than the
threshold, this node becomes CH. Each of the
CHs creates the corresponding clusters and the
TDMA schedule for communication with each of its
nodes. In the steady state, nodes sense environment
and send data to the CH in time slots allocated
to them. CH performs aggregation of all data and
forwards them to the BS. In LEACH protocol and
in all its successors, a simple radio model is used, as
shown in Figure 2. This model describes the power
consumption in the network. It is assumed $d^2$ energy
loss due to channel transmission. If the BS is far away
from the CH, communication will require a large
amount of transmit power.

Advantages of LEACH are numerous. It is fully
distributed approach without central management of
network. It reduces the number of energy-demanding
links, since only CH communicates with BS, which
is usually at a large distance. At any time, most of the
sensors are in passive mode. Through the data aggrega-
tion in CH, it reduces the amount of data to be trans-
mittted. Rotation of CH roles evenly distributes energy
to all nodes. Furthermore, the localized coordination
scheme used in LEACH provides better scalability for
cluster formation. LEACH, on the other hand, has a
whole range of unresolved issues. Problems arise if the
sensors do not have the same initial energy and that
is often the case in practice. Then, sensors with less
energy have the same chance to become CH as the
others with more energy. This allows sensors with a
few of residual power to get the role of CH, quickly
spend the remaining energy and die while they are in
the CH status. This leads to losing of all the data col-
clected by sensors in the corresponding cluster for that
round. CHs may also be sensors that are very far away
from BS. These CHs will consume very large energy to
communicate. Implementation of LEACH is limited
to static sensors. If the sensors are mobile LEACH can-
not be used. At the same time, there may be very large
and very small clusters in the same network. These are
the reasons why many authors have tried to improve
LEACH with new ideas. These tendencies have cre-
ated more than a thousand modifications. We outline below some of typical.

**Modifications of LEACH protocol**

LEACH -B (Balanced) [6] does not take into account the aggregation of data into CH, since it is not usable in all applications of wireless sensors. Protocol calculates energy dissipation for sending broadcast packets to other nodes. With these packets CHs inform all nodes about their new role. The number of clusters per round is not constant. Belonging of node to the CH is not calculated on the basis of the minimum energy path, from node to a potential CH, as in the original LEACH, but on the basis of minimum energy consumed in the entire path from the node to the BS, when the link is established through potential CH.

LEACH-C (Centralized) [13]. In the basic LEACH, clusters are unequal. This results in a difference of energy consumption of individual nodes. This is detrimental to the efficiency and lifetime of the network. LEACH-C uses the centralized clustering algorithm for achieving a better distribution of nodes and similar sizes of clusters. During the set-up phase, each sensor sends data about its current position and the available energy to the BS. BS calculates the average energy of the entire network. The sensors with energy below this value cannot be CH in the next round. In the steady state phase it uses the same algorithm as in LEACH. LEACH-C is in all features beyond the original LEACH, but it is difficult to implement it in practice because of the need for a central management system. In addition, this protocol is not suitable for large-scale networks because nodes on very large distance do not have the ability to send information to the BS about its status.

LEACH-F (Fixed number of cluster) In this protocol, clusters are formed in the initial stage. They have that role until the end of the life of the network. In this way, protocol avoids the formation of clusters at the beginning of each round. In this formation of the clusters centralized approach is used, in the same way as it works in LEACH-C. BS uses annealing algorithm to form clusters. BS broadcasts messages which includes cluster ID for each node. Position of nodes in the list indicates the order to become CH in the upcoming rounds. The role of CHs in the next rounds rotate within the nodes of the cluster. The first node listed in the cluster becomes the CH in the first round, the second node listed in the cluster becomes the CH for the second round, and so forth. The advantage of this approach is that there is no setup overhead at the start of each round. The disadvantage of this protocol is that there is no possibility to join the new cluster nodes. In addition, the fixed nature of the cluster creates a situation where the nodes are often closer to other CH than to CH of its own cluster.

I-LEACH (Improved) The sensor field is divided into equal sub-regions [5]. In each of them CHs are elected in the same way as it works in LEACH. This produces a large number of smaller subclusters. The goal is to uniformly distribute CHs on the basis of x-coordinate of the nodes. There is no possibility here that all CHs will be concentrated in one part of the network. This reduces the length of the connections of the ordinary nodes to the CHs, data frame is shorter but the number of frames to reach the BS is increased. Instead of probability, as a criterion for the selection of CH, the residual energy is used.

K-LEACH (K-medoids) [3]. This protocol also tries to make more uniform distribution of the clus-
CH rotation process considers the nodes mobility. Mobility factor is calculated based on the number of times a node changes from one cluster to another or on the basis of remoteness. Every node sends a number of the transitions to the CH during its CH TDMA slots. CH counts the average number of transitions for its members over the last few cycles. For the role of CHs, nodes that are less mobile in relation to its neighbors are selected.

LEACH-S (Solar) [14]. In this protocol, some nodes have solar power supply. During set-up phase only those nodes are selected for the CHs. They send their status and amount of the residual energy to the BS. Nodes with the highest residual energy are chosen for the CHs. Increasing the number of sunny days directly affects the lifetime of the nodes and the whole network. The principle is applicable as an upgrade for centralized and distributed LEACH. On the basis of this proposal, many new protocols have been proposed.

T-LEACH (Threshold based) [15]. This method minimizes the number of CH choices using threshold for residual energy. As long as a CH has a residual energy greater than a given threshold, it retains its role from round to round. The thresholds are set especially for each node in the network. They are different since each CH has a different number of nodes. After the residual energy of CH becomes less than the threshold, new CH is elected. Reducing the amount of CH selection and replacement cost, the lifetime of the entire networks can be extended.

TB-LEACH (Time based) [16]. In the basic LEACH, number of the CH may vary from round to round, due to the random selection of number for comparison with the threshold. In this protocol in each round constant number of CH is elected, exactly 4% of all nodes. They are chosen on the basis of randomly given timer. At the beginning of each round, all nodes generate random timers. The value of the timer is not affected by the residual energy of the node. When the timer expires, the node checks the number of received CH advertisement messages. If this number is less than four, it declares itself for the CH. The rest of the process after the election of the CH is the same as LEACH.
V-LEACH (Vice) [4]. In each round, in addition to CHs, vice CHs are elected. Their role is to replace the CH in case that it dies during the round. In this way, all collected data is delivered to the BS even if CH died, and there is no need to elect a new CH (See Figure 3).

Figure 3. V-LEACH topology

W-LEACH (Weighted) [12]. In the setup phase, the algorithm first calculates value of weight \( W_i \) for each sensor. \( P \) is a percentage of the maximum number and not the actual number of CHs as defined in the original LEACH. CH is selected on the basis of weight values, regardless of whether the node was CH previously. The decentralized version of the same algorithm [1] introduces the idea that if the sensors are close together there is no need to send all data to the CH. Sensors in each round are divided into sleeping and alive sensors.

PEGASIS (Power-Efficient Gathering in Sensor Information Systems) [19]. There is no clustering in this protocol. The basic idea is forming a chain so that each node communicates only with nodes that are closest to him. Chain can be formed by the nodes themselves using the greedy algorithm or can be established by the BS. To locate the closest neighbor node, each node uses the signal strength to measure the distance to all neighboring nodes, and then adjusts the signal strength so that only one node can be heard. Construction of chain begins with choice node that is furthest from the BS. It selects a node that is the second farthest from the BS for the next member, etc. When some node died, chain is reconstructed in the same way by avoiding dead node. During steady state phase, each next node in the chain combines the received data with its own data. The last node in the chain is called the leader. Only the leader can communicate directly with the BS and send all data from the chain to the BS. In each subsequent round, a new leader is chosen and a new chain is formed. The nodes that are located at a large distance from the BS cannot be selected for leaders.

TL-LEACH (Two-level) [23]. This protocol uses PEGASIS to improve basic LEACH protocol. It consists of three phases. The first phase of CH selection is composed of two secondary phases: Selection of the CHs on the first and selection of the CHs on the second level. CHs on the first level are selected using a modified expression for the threshold value (2):

\[
T(n) = \begin{cases} 
(r+1) \mod \left(\frac{1}{P}\right) P & \text{if } n \in G \\
0 & \text{otherwise}
\end{cases}
\]  

Clusters are formed in the same way as it is done in basic LEACH. The algorithm chooses \( N \times P \) CHs of the first level. After that, it selects the CHs at the second level. It chooses \( N' \times P \) second level CHs of the previously selected first level CHs. Only the second level CHs can communicate with the BS. They receive data from the first level CHs and, together with their own data, forwarded them to the BS. Data fusion is performed on the secondary and the primary level. TL-LEACH significantly reduces the number of nodes for data communication over long distances and decreases energy consumption of entire network. Topology of TL-LEACH is shown in Figure 4.

Figure 4. TL-LEACH topology
SEP (Stable Election Protocol) [22] takes into account the heterogeneity of the network. The probability of the selection of node as CH depends upon its residual energy. The nodes are heterogeneous and divided into normal and advanced. Differences in energy can be initially set or can be result of the work of sensors in previous rounds. Both types of nodes are randomly distributed throughout the field. Advanced nodes are elected for CH more often. Algorithm avoids a situation in which all normal nodes will die and only advanced nodes will remain, regardless of the spatial distribution.

A-LEACH (Advanced) [2]. This protocol was created from the idea to extend the time before the death of the first node in the network (stable period). The nodes are divided into group with higher residual energy (called CAG) and group whose energy is lower. In the setup phase, basic LEACH is performed for all nodes, regardless of the available energy. If CH belongs to the group of CAG nodes it sends data directly to BS and everything takes place as in basic LEACH. If CH is among the nodes that have less energy it identifies the closest CAG and selects it for its gateway node. It establishes a connection with the BS through this gateway. (See Figure 5)

**Figure 5. A-LEACH topology**

**Conclusion**

A hierarchical model of organization of wireless sensor networks has many advantages compared to other models, especially in the case of large-scale networks, mobility nodes, node failures, insertion of new nodes and removal of existing nodes. However, the hierarchical organization of the network also brings many problems. Basic LEACH, which remained a role model to all subsequent protocols inherently, has significant shortcomings and unresolved issues. Removing these defects is the aim of a large number of researchers for decades. From this tendency, they created a large number of modifications to the original LEACH. Each of these versions overcame results of LEACH to some extent, but did not cancel the basics of protocol. This paper provides a brief description of the techniques used for clustering and selection of CHs in some typical protocols. The aim was not to present the improvements that have been already introduced in these protocols, but to present ideas on which they are based. These ideas should serve as a basis for further researching. Hierarchical networks are definitely the best concept for organizing wireless sensor networks, but researchers have to do more to reduce power consumption of the network to the minimum.
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VIRTUALSIGN TRANSLATOR AS A BASE FOR A SERIOUS GAME
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Abstract: The goal of this paper is to present the development of a game aimed at making the process of learning sign language enjoyable and interactive, using the VirtualSign Translator. This game aims to make the process of learning sign language easier and enjoyable. In the game the player can control an avatar and interact with several objects and Non-player characters in order to obtain signs. Through the connection with VirtualSign Translator the data gloves and Kinect support, this interaction and the gestures can then be represented by the character. This allows for the user to visualize and learn or train the various existing configurations of gestures. To improve the interactivity and to make the game more interesting and motivating, several checkpoints were placed along game levels. The game has as an inventory system where the signs are kept and can be checked allowing for the user to visualize and learn or train the various existing configurations of gestures. A High Scores system was also created, as well as a History option, to ensure that the game is a continuous and motivating learning process.

Keywords: VirtualSign, Serious Games, Portuguese Sign Language, Kinect.
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INTRODUCTION
Currently, games and simulations create remarkable opportunities to overcome the scarcity of educational digital content available for the hearing impaired community. Playing a game as the name suggest has a great leisure aspect that cannot be found in conventional educational means. Educational game researcher James Gee [3] shows how good game designers manage to get new players to learn their long, complex, and difficult games. A well-designed game entices players into the “reality” of the game world and keeps them there until the goals of the game have been met [10]. Making these opportunities available to those who endure handicap and disabilities is a core concern in today’s society and a must to promote equity and inclusion. In this work we propose a new approach by using a game to make the process of learning sign language enjoyable and interactive. In this game the player controls a character that interacts with various objects and non-player
characters with the aim of collecting several gestures from the Portuguese Sign Language. The game is played in first person view in which the player controls a character on one of several maps. Each map represents a game level each of which has several objects that represent signs scattered through the map for the player to interact with. All objects gathered by the player will be stored in his inventory and can be accessed at any point during the game. With these objects the players can then mimic the gestures at the checkpoints using the VirtualSign translator. In case the players chose to play without the translator the avatar will be the one performing the gestures.

**State of the art**

Our research showed that there are some projects related to this theme/area but none of them implies an automatic bi-directional translation process in a game as this does, therefore, making this project very innovative. There is a rising number of serious games projects. Some of the most relevant related work within the sign language scope is described below.

The game CopyCat is the most similar project in comparison to ours. It consists of a game where sign language gestures need to be executed properly in order to proceed. The movement analysis is done through gloves with sensors. However, the researchers from the CopyCat project have published a video where they show their intention to use Kinect for movement detection. Their current research platform is a custom system that uses computer vision, colored gloves and wrist-mounted 3-axis accelerometers to collect data as users sign and machine learning to recognize the signs for game play. That system was built on top of Ubuntu Linux and uses the Kinect system as input for the computer vision, which replaces the gloves and sensors.

ProDeaf is an application that does the translation of Portuguese text or voice to Brazilian gesture language. This project is not a serious game but it is very similar to one of the main components used on the VirtualSign game, which is the text to gesture translation. The objective of the ProDeaf is to make the communication between mute and deaf people easier by making digital content accessible in Brazilian gesture language. The translation is done using a 3D avatar that performs the gestures. This software is already used by over 130 000 users.

Kinect Sign Language Translator is another project that is similar to the VirtualSign translator. The project was a result of collaboration, facilitated by Microsoft Research, between the Chinese Academy of Sciences, Beijing Union University, and Microsoft Research Asia, each of which made crucial contributions. Dedicated researchers in China have created the Kinect Sign Language Translator, a prototype system that understands the gestures of sign language and converts them to spoken and written language—and vice versa. The system captures a conversation from both sides: it displays the signer and renders a written and spoken translation of the sign language in real-time, and it also takes the non-signer’s spoken words and turns them into accurate, understandable sign language. An avatar on the screen represents the non-signer and makes the appropriate sign languages gestures.

**VirtualSign**

VirtualSign aims to contribute to a greater social inclusion for the deaf. Its main motivation comes from a team of university teachers that have realized the difficulties in communicating with deaf students in the context of a class. The creation of a real time bi-directional translator between PSL and text is expected to facilitate the communication with students who have hearing disabilities. In addition to the bi-directional translator, this paper also presents a serious game directed to assist in the learning of the Portuguese Sign Language.

The project bundles three interlinked modules:

**Translator of PSL to Text** (Figure 1): module responsible for the capture, interpretation and translation of PSL gestures to text. A pair of sensors gloves (5DT Data Gloves) provides input about the configuration of the hands while the Microsoft Kinect provides information about the orientation and movement of the hands.
Translator of Text to PSL (Figure 2): this module is responsible for the translation of text to PSL. The 3D models and animations used in this application to mime PSL were created in Blender. A MySQL database is used to store animation data. The main code is written in C# and all features are merged together with Unity.

Figure 2. Text to PSL translator

Serious Game (Figure 3): Module responsible for the didactic aspects which integrates the two modules described above into a serious game. This adventure game has several challenges that bring the basics of PSL to the scene introducing the player to the PSL alphabet, commonly used words and sentences.

Figure 3. VirtualSign game and translator

Gesture Classification

Once having ensured stability of the data, we proceed with the classification of the configuration. During a preparatory stage we have compared the performance of six classification algorithms, namely Random Trees (RT), Boost Cascade (BC), Neural Networks (NN), K-Nearest Neighbours (KNN), Naive Bases (NB) and Support Vector Machine (SVM). For all these algorithms we have used the default configuration of the respective implementation available in the Open Source Computer Vision Library (OpenCV). To evaluate their performance we have used a dataset composed of 40 samples for each hand configuration (1680 samples in total). To reduce the variance of our estimates we have used 10-fold cross validation. In Table 1 and Table 2, the results of the evaluation for each glove (right and left glove) are presented.

<p>| Classification results of the 1680 samples, obtained with the use of the left glove |
|--------------------------------------|------|------|------|------|------|------|</p>
<table>
<thead>
<tr>
<th></th>
<th>RT</th>
<th>BC</th>
<th>NN</th>
<th>KNN</th>
<th>NB</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>98,6</td>
<td>82,0</td>
<td>98,1</td>
<td>98,8</td>
<td>97,5</td>
<td>98,6</td>
</tr>
<tr>
<td>Accuracy</td>
<td>85,5</td>
<td>95,4</td>
<td>78,1</td>
<td>97,3</td>
<td>97,1</td>
<td>100,0</td>
</tr>
</tbody>
</table>

<p>| Classification results of the 1680 samples, obtained with the use of the right glove |
|--------------------------------------|------|------|------|------|------|------|</p>
<table>
<thead>
<tr>
<th></th>
<th>RT</th>
<th>BC</th>
<th>NN</th>
<th>KNN</th>
<th>NB</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>98,8</td>
<td>86,1</td>
<td>97,2</td>
<td>98,0</td>
<td>98,0</td>
<td>98,1</td>
</tr>
<tr>
<td>Accuracy</td>
<td>87,3</td>
<td>96,6</td>
<td>80,4</td>
<td>98,2</td>
<td>96,8</td>
<td>100,0</td>
</tr>
</tbody>
</table>

From these results, Boost Cascade algorithm was discarded, by far the worst of all. Neural Network was
also discarded due to the high computational cost when compared to the rest. This is a serious drawback since we need a classifier to use in real time. The remaining four algorithms, present a high precision and accuracy. Based on these results we have opted to use SVM classifiers. For each configuration we have kept the top three instances and their associated probability, meaning that the application will take into consideration the tree configurations with the highest probability and their probability will be used in the classification to increase the accuracy. These instances were used later to build the classification model for word recognition.

The game

The VirtualSign game aims to teach Portuguese Sign language (PSL) in the most enjoyable and motivational way. Therefore the creation of the game had a series of factors to consider on how the gameplay should be in order to this goal and which structure the game should have. Below we describe the most important aspects of the game.

Gameplay

The gameplay is the most important part of the game. This aspect can increase or decrease how much the user will play the game, as the game designer David Perry said: Keep the gameplay challenging, but don’t let players get lost or blame the game for their problems. A good game designer always knows what the player is thinking and looking over their shoulder every step of the way. [9]

In order to keep the game challenging there is a score system as well as a storyline so that the player feels motivated when performing a task. The score is based on the time user spends to achieve a goal, which may be clearing a checkpoint or finding a sign. The signs are spread out around the scenes and the player will need to find them with the help from the Non-Player Characters (NPC) and a map with hints. There is also always a minimap in the corner of the screen to help the player stay oriented. There are two types of checkpoints, the first type is the one required to gain access to the next area of the scene and usually requires a set of signs. The other type only requires a single sign and is used to gain another different sign. The second type of checkpoint is required to finish a level but the user can choose the order in which to clear it. Some of the gestures will also trigger minigames with score systems as well where the user will acquire a gesture depending on his score [2].

The game starts by showing the user an interface explaining the basics of the game and introduces the story where our character is told by a friendly NPC that he must find someone and in order to do so he will need to collect all gestures. Then, after introducing his name the player can start his adventure in an open world scene. All interactive items always give feedback and this feedback is always either hints for the player or a part of the story. The story has a relevant mysterious aspect to it. We tried to make sure that the story gives hints so that the player starts to realize what is happening in the virtual world but never being clear enough so that he loses interest in the story [11]. When the player acquires a sign, that sign is added to his inventory, this inventory is where the user can access and see all his gestures at any time. To see the avatar performing the gesture, the player simply needs to click the desired gesture. After each level, there is an evaluation scenario where the player knowledge will be evaluated to check if the information is being retained by the player. In those scenes, there is a NPC that will ask the player to perform certain signs, however, contrary to the checkpoints in the level, the user will not be able to access his inventory and check which gesture represents what.

Scenarios

The game has three main scenarios as well as three evaluation ones. The scenarios were built in accordance to the game plot [8]. The first one is the one where the player can obtain letters and numbers and
it takes place in a desert. There are three main checkpoints where the player must perform the gestures and only after passing those checkpoints the player can access the next area of the scenario.

The second scenario is where the player starts to learn words and has to use them to acquire new gestures. It also has checkpoints, however, unlike the first where there were three checkpoints where the player had to perform six gestures in each, in this second level the player only has to perform one word per checkpoint.

As for the third and last scenario, we used the scenario provided by one of Unity assets and added what NPCs and objects needed, the logic of this scene is just as the second level except that instead using words we are now using full sentences.

Other than these three main scenes there is the starting menu, the evaluation levels and mini-games.

Minigames
As mentioned before, minigames were developed within this game in order to keep the user interested and assure his motivation. Minigames are known for having a short period of playing; it has a simple set and reduced content compared to larger games. These factors make them very useful within the scope of serious games. For instance, the fact that the game has less content also means the user has fewer distractions and can focus on the content being displayed which may ease the process of learning. However, there is the need of finding the balance between the serious and leisure aspect of the game. Therefore, several mini games were developed within the main game of this project, some of those like the following memory game:

This memory game has educational content as the cards represent gestures the user has previously acquired during his game and these cards have the associated letter on them. However, having educational minigames within a serious game could be overwhelming to the user. Therefore some minigames that are meant fully for leisure were added to the game, such as the following 2D shooter.

Technical aspects
Several technical aspects had to be taken into consideration to successfully develop this game as it involves a number of different technologies and a connection to the VirtualSign translator application. Below, there is a more deeply insight on those aspects.

Requirements
The functional requirements identified early in the project were:
• Start Menu where the player can choose the type of game he wants (with or without Kinect), consult the options or exit;
• Menu options where you can change the graphics quality, volume, save or load the game and see the table of high scores.

The game requirements within the levels are:
• Handling and control of the character;
• Interact with NPCs (Non-Player Characters);
• Consult the inventory and use the items in it;
• Interaction with map objects;
• Access to the above menu options;
• Access the mini-games.

As for the Non-Functional requirements, the usability [5], adaptability and performance were the main focus. This project aims to be fairly intuitive, allowing easy adaptation and learning. The interfaces were developed with the care to enable a pleasant interaction. The character controls were also structured to present a simple usage. Along the game, there are several short explanations of how the player should act to fulfill the objectives and surpass the levels. Every interactive object or NPC gives the player some kind of feedback. The gaming performance is a factor of the utmost importance, any perceptive delay can affect the gameplay making the game annoying rather than fun. To maintain the performance, this game was tested to never run less than 60 frames per second on an optimal computer. The ideal frame rate for a game must be around 40 frames per second [1]. The essential functions are constantly executed and the code is optimized to avoid the waste of resources.

Besides the code, all factors that constrain the performance of the game are taken into account, such as textures, bumps, number of vertices of the 3D models, among others. As for the gesture recognition, the VirtualSign translator works in real time with no delay. There is also no delay in the connection between the translator and the game, so the input from the player performing the gestures is instantaneous and can be seen on the interface at the checkpoints. In terms of adaptability, the scripting was considered and created as templates so that they can be changed in case there is the need to increase the sign count or even adding a new language. The only issue with the adaptability is the animations for the new words and new language that must be created and imported. However, this was also considered so the avatar animations are separate from the avatar itself and animation created with a similar skeleton can be played by it.

Game Layers
Given its high degree of complexity, the game was divided into layers. At the top level there is the interface. All functionalities of the project can be accessed through this layer by the user. This layer is responsible for the transmission of actions of the user for the following layers. On the lower level, there are three layers: the sockets layer which is responsible for linking Unity to the Virtualsign translator application, the game engine layer that represents Unity [4] and the business layer.

![Figure 5. Application architecture layers](image)

As shown in Figure 6, the project has 7 main packages that contain the scripting for each section of the game. The environment represents the scripts for the random events within the scene, the animation as the name suggests has the base for all animations, the Interface has the user interfaces such as the main menus, inventory and quest windows. The Kinect is where the connection scripts based on sockets are stored. The NPC (non-player character) contains the scripting for the events that each NPC triggers. The
scripting

All scripts were developed considering the performance and adaptability [7] of the game. Some of the main functionalities are described below. One of the most important scripts is the inventory one, the inventory contains a list of signs, each sign contains an id and the string of the sign meaning. The inventory icons on the interface are obtained based on the id of each item therefore making the inventory adjustable. Example of the method used to add items to the inventory:

```java
public void addItem(int ID, string gesture){
  Item item_ = new Item(ID, textures[ID], gesture);
  GameObject item = (GameObject) Instantiate(inventoryItem);
  Button b = item.GetComponent<Button>();
  b.onClick.AddListener(() => ItemClicked(ID));
  RawImage raw = item.GetComponent<RawImage>();
  raw.texture = textures[ID];
  itens_gui.Add(item);
  itens.Add(item_);
  inv.score.setScore(inv.CheckTimer, timer.getTimer());
  inv.CheckTimer.setTimeC(timer.getTimer());
}
```

The score is incremented when the user finds a gesture as it can be seen on the code above. The information containing the current time (timer) and the time where the last gesture was found (CheckTimer) are sent to a setScore method that will calculate the score based on the difference of times. After the score is set, the checkTimer is updated to the current time.

Another crucial part of the scripting is the connection to the VirtualSign translator.

The following script shows how the text is received from the translator into the game and how it is kept and used at the checkpoints.

```java
if(kinectChars.Length<passcode.Length){
  kinectAtempt=kinectChars;
} else{
  if(passcode==kinectChars){
    correct=true;
    setUnlock(true);
    kinectChars="";
  } else{
    kinectAtempt=kinectChars;
    kinectChars="";
  }
}
```

Since the gesture to text translator is a separate and complex application developed in C, it was easier to connect to it than to integrate it in the game as the game is being developed in Unity 3D using C#. Therefore a socket based connection was created between the game and the translator. The connection is only created at checkpoints where the player will be asked to perform the gesture. The translator sends the translated information to the game in real time, there was never any noticeable delay. On the game side, as soon as the string containing the detected translation arrives it is shown in the checkpoint interface.

The other of the main components is the translation from text, which in the game corresponds to the items the player acquires, into gestures. To assure the adaptability of the game, the avatar has a list of animations and those animations are sorted by the id of the corresponding sign. The animations are separate from the avatar and they can be simply dragged into the list of animation of the avatar and it will have access to them. The only restriction on this matter is that the animation must be created with a similar skeleton structure to the one from the avatar. As for the interaction within the game with the virtual world, all the interactive items and NPCs have colliders and when the player enters them it will show an option to interact by pressing the E key. If the players press the key, there will be always some kind of feedback. This happens because we developed template scripts that can be adjusted so new information can be added easily.

Conclusion

With this project, a larger support to the deaf and mute community was created and the sign language learning process now has an extra tool to support it. Since there are no many completed projects in this field, this project becomes even a greater asset for the development of Portuguese sign language. The implications for understanding the relationship between
games and learning are that games need not to be defined as an essential instrument or a type of content, but as contemporary human creations whose forms and meanings are strategic for education, more specifically concerning the hearing impaired community. The selection of this target population is due to the growing number of students with special needs, who complete the elementary and high school and enroll at the universities of higher education. This situation demands for new means that allow these individuals to have easy access to educational digital content. In order to motivate them towards the learning process, we have created a game that combines the sign language learning process with the pleasant feeling of playing a digital game. We believe this is a great time to take on the challenge of adopting new digital media, serious games and interactive simulations. However, the development of a game is always a complex task and many adversities were faced along the way. A lot of effort and time were needed to face challenges and solve problems, but a fair amount of knowledge was acquired during this process. As for future work, the game can be adapted for mobile platforms [6]. Also, as the game is in its final stage of development, a quantitative evaluation framework has been created and the next step will be to fill it based on the tests from users.
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Abstract: The purpose of this paper is to explore the advantages of recommender systems based on the matrix factorization in respect to classical first neighbor recommender systems to real users through A/B test, as these studies are more significant. The results presented in this paper confirms the hypothesis that the recommender systems based on the models of matrix factorization are superior in relation to classical nearest-neighbor recommender systems.
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INTRODUCTION

The recommender systems are created with a purpose of assisting users in dealing with problems arising from information overload by building a prediction model which will evaluate the preference rate that a user will give to each recommended item [17].

The recommender systems have become extremely popular in short amount of time, as in the research as well as in the business sector. By 1996, several companies had marketing recommender systems in place ("Agents Inc" originating in “Ringo” project, and “Net Perceptions” originating in Group Lens project), and the first exploratory workshop in this field was held in Berkley in March 1996.

Since its beginning, this area has had a significant progress, both in science and in business application so that today the recommender systems are built-in in many commercial and other applications, many articles and books [9], [18], have been published, many universities are offering courses in this field, and there is an annual conference dedicated to this subject (the ACM Recommender Systems Conference). To attest today’s popularity to use these systems in the e-commerce is the fact that out of 100 % series/sitcoms and movies which Netflix users choose more than 75 % has been selected based on the recommendation from the system.

Research topic

When introducing the recommender systems there are certain problems: the problem of cold start and the selection of appropriate algorithm. The problem of cold start appears in cases where there is not enough data on a new user or a new item, therefore the system cannot create the prediction of preference. The other problem is related to the selection of appropriate algorithm which will, within the given system or business case, offer the good-quality recommendations to users.

Having in mind that the recommender systems are modern technology and are constantly evolving, there are datasets and open source algorithms which are developed by the academic community and are offered for the purpose of further scientific research.

Such dataset and the recommender system is used by a portal/site pogledajfilm.info, which is newly in-
introduced non-commercial portal for the purpose of scientific research and to provide recommendations as to which movie to use to users. Using the MovieLens 10M dataset the problem of cold start at the aforementioned portal/site has been dealt with (10 000 000 votes for 10 000 movies by 72 users). Still there is a problem of selecting the appropriate algorithm from a variety of modern and complex algorithms from MyMedia lite package.

The process of evaluation is highly important when validating/selecting the recommender systems. The evaluation can be offline and online. Offline evaluation is generally conducted when the system has not yet been implemented and we have more algorithm candidates, while online evaluation with implemented varieties of the system which are valid with real users of the system, where results are recorded and compared. The real value of these systems is online evaluation, where the system is used by the real users performing the real actions. In some cases these experiments are risky. For example if the test system offers irrelevant recommendations this can discourage test users and turn them from ever using this system. Therefore the experiment can have negative effects on the system, which may be undesirable in commercial applications. For this reason it is best to do the online evaluation after offline evaluation which will confirm that the candidates were reasonable.

In addition, most of the research results are given on bases of offline evaluation, less on the online, especially from the commercial systems which do not provide results due to competition. This further supports the need for the research conducted in this paper, as it will be conducted on the real users on the real (online) system, which is the best indicator of the system’s quality. The results of this research will be used to support the decision on which of the algorithms will be used as the main algorithm in making the personalized recommendations to the users of a portal pogledajfilm.info, and which algorithm is better for the given dataset, that is the given case, which can help someone who uses the same dataset as a bases for research but also for commercial purposes (commercial systems). On basis of results from offline evaluation research, the online evaluation will be conducted with the real users of algorithms which have better results of offline tests.

Various studies and literatures [13] give advantages to recommender systems that are based on matrix factorization that is the dimensionality reduction, especially for the sake of performance and an increase in prediction’s accuracy. This has been demonstrated with Netflix Prize competition [13], where they have been far superior, and it is a movie domain as well as a domain which the portal pogledajfilm.info is using. With the increase of matrix, the classical collaborative filtering systems suffers from synonymy, performance declines (more computer power is needed with the increase of matrix) and sparsity, hence the prediction is logically worse. Systems based on dimensionality reduction, according to the latent factors research are easier at revealing connections between users and items and, with the more compact matrix, have better performances.

On basis of the problems and research objectives we can identify hypothesis:

H1. Recommender systems based on the matrix factorization model are superior compared to classical nearest-neighbor recommender systems, and especially with an increase of matrix.

The main objective of this study was to choose the good-quality algorithm of the recommender systems out of many which are available online, based on the rating by the users, since such studies are less common but more important bearing in mind validity of the system, and that the research results serve as basis for the selection of the main algorithm, which will be used at pogledajfilm.info. Furthermore, the aim of this study is to test the hypothesis that the models based on the matrix factorization (matrix reduction) are far superior to the classical nearest-neighbor algorithms (user-user, item-item algorithm). Aforementioned research results [13] which give advantages to the matrix factorization models are mostly based on using offline evaluation. The offline metrics only assess the ability to “recommend” items that have already been consumed or rated. Real recommenders should usually be suggesting new items not already known to the user. Hence, something with low of-
Offline metrics might actually be better at finding new items of interest. Therefore the main research method is the online evaluation.

**Methodology**

**Offline test**

Since the algorithms will be tested on the accuracy of predicting of how much a user will like the movie (by appointing 1-5 stars) the following tests will be used:

- **RMSE** (root mean square error)
- **MAE** (mean absolute error)

In essence, both tests indicated the deviation of the mean value that is how much of an error/deviation the system has made. The system is better if MAE and RMSE are smaller.

**Online test**

Online test is performed on the actual system users, and during the work A/B test will be used. A/B test operates in a way to implement two recommendation variants; the users are given recommendations for both of them, than the results are compared through (through feedback information, site visitation, sales, etc.)

The testing will be conducted on portal/site pogledajfilm.info, where registered users, who voted for at least 20 movies, will be given two options of the personalized recommendation (in forms of 10 movies with the highest prediction) and will be asked to rate the option which appeal to them more, not knowing which system algorithm (candidate) is the in question. The minimum of two candidate algorithms will be taken for the online testing, one of the most contemporary representative of algorithms based on the matrix factorization (Biased Matrix Factorization [13]), and the other classical closest-neighbor algorithms, Slope One[14]. Slope One is a simple implementation of item-item recommender system, which is efficient and accurate as many more complicated algorithms, and will therefore be interesting to research as an alternative to A/B test.

Recommender systems algorithms, which will be used, are part of My MyMedia lite tool. It is an open source tool which is available for use and development for non-commercial purposes and contains the most contemporary algorithms of collaborative filtering. MyMedia lite system comes as an open source based on C# programming language or as a batch file, which generates text file with the prediction/recommendation. During the work, the batch file “RatingPrediction.exe” will be used, which offers prediction (users_id, movie_id, rating) based on the standard of explicit rating from 1-5.

**Results**

**Results of offline test**

Results of offline test have confirmed the thesis that the matrix factorization models are superior to classical nearest-neighbor technics. This is visible in two different offline tests, that is, with the increase of difference reciprocated with the increase of dataset.

- **BiasedMatrixFactorization:**
  - RMSE: 0.95
  - MAE: 0.74
- **MatrixFactorization:**
  - RMSE: 0.97
  - MAE: 0.75
- **Slope One:**
  - RMSE: 0.95
  - MAE: 0.74
- **ItemKNN**
  - RMSE: 0.94
  - MAE: 0.74

**Figure 1. Results for offline validation on the 100K dataset**

Both test methods have low RMSE and MAE and are close to each other at MovieLens 100K (100 000 votes) dataset, although at a significantly smaller dataset from the base one, Biased Matrix Factorization method provides significantly better performance. Test indicates that the classical Item KNN algorithm give good predictions at a smaller dataset (alongside others) but is the slowest in the performance. Classical Matrix Factorization algorithm is slightly worse than the advanced Biased Matrix Factorization algorithm which was expected.
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<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GlobalAverage</td>
<td>3.333</td>
<td>0.936</td>
</tr>
<tr>
<td>UserAverage</td>
<td>1.036</td>
<td>0.837</td>
</tr>
<tr>
<td>ItemAverage</td>
<td>0.983</td>
<td>0.783</td>
</tr>
<tr>
<td>SlopeOne</td>
<td>0.902</td>
<td>0.712</td>
</tr>
<tr>
<td>UserItemBaseline</td>
<td>0.938</td>
<td>0.719</td>
</tr>
<tr>
<td>ItemNetPearson</td>
<td>0.871</td>
<td>0.663</td>
</tr>
<tr>
<td>FactorizedMatrixFactorization</td>
<td>0.892</td>
<td>0.675</td>
</tr>
<tr>
<td>MatrixFactorization</td>
<td>0.857</td>
<td>0.675</td>
</tr>
<tr>
<td>BiasedMatrixFactorization</td>
<td>0.824</td>
<td>0.674</td>
</tr>
<tr>
<td>SVDPlusPlus</td>
<td>0.851</td>
<td>0.668</td>
</tr>
</tbody>
</table>

Figure 2. Results for offline validation on the 1M dataset

On a larger dataset (1 million of ratings) again we see confirmation of the thesis that is the increase of matrix increases advantages of the Biased Matrix Factorization method. In this example we have for 0.003 slightly less error of SVD PlusPlus method in comparison to Biased Matrix Factorization, however SVD PlusPlus will not be tested in the online evaluation because Biased Matrix Factorization through Netflix prize is more accurate, which is proved (Netflix prize award-given methods), and is more contemporary method which also incorporates biases (circumstances and prejudice). If we take the indicator of precision of Biased Matrix Factorization model from this example (Figure 1) and compare it to Netflix Prize data, Netflix’s big award demanded RMSE to be 0.8563, while here RMSE is 0.854, hence we speak of very precise methods at the given dataset, at least as far as offline evaluation is concerned. Considering results of 100k and 1M datasets there is no need to make an evaluation with 10M dataset, but the online evaluation will be conducted, which is at the same time the main method of the research in this paper.

Results of online test – A/B test

The evaluation was carried out on 19 registered users in the system, from user ID 71568 to user ID 71586. The users had to have at least 20 explicit ratings. The users were then given, based on the outcome of their voting, two generated options of recommendations on 10 movie titles which had had the highest assumption that the user would personally like (with the highest prediction). The option 1 was personalized recommendation generated by Biased Matrix Factorization model, and option 2 by Slope One model. Than the user should have voted for the option which was more appealing to him, and to grade it from 1 to 5. Out of 19 participants in the analyses, 15 participated till the end of the analyses, which leads to conclusion that the users find it hard to explicitly participate in the evaluation of the system. Out of 15 participants, 10 voted for option number 1, and 5 for option number 2, thus individually graded option number 1 with the average grade of 4.11. In addition it was noted that the Matrix Factorization model (option 1) has a far better performance than Slope One at the given dataset. Option One training time is about 5 minutes, while option 2 takes 39 minutes.

Figure 3. Biased Matrix Factorization training time

Figure 4. Slope One training time

Conclusion

Based on the research results of this work, confirmation of the thesis that the recommender systems based on the Matrix Factorization models provide better preferences to users than the classical nearby-neighbor recommender system models can be concluded. Furthermore, it is noted that the Matrix Factorization model (option 1) has far better performance than Slope One at a given dataset. Training time of the option 1 is about 5 minutes, while the option 2 takes 39 minutes, and here we can conclude how significantly advanced the Matrix Factorization Model is and that in the following phase of development of portal pogledajfilm.info the option 1 will be used to generate personalized predictions to site users. In addition, from the research conducted on the users, it can be also concluded that the users will harder agree to participate in the evaluation of the system explicitly, and this may be a reason why these studies are few and far in between but of a very high importance because they provide the overall picture on the system evaluation.

The study was carried out in the same domain as was the domain used as a basis to form the hypothe-
sis, which is to recommend the movies, but not using the same dataset. The recommendation is for further research study is to be conducted, to repeat the same study but in some other domain, regardless whether it is commercial or non-commercial.
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**Abstract:** The growing demands in providing better services to customers, as well as reducing the cost of the insurance companies; while processing insurance quotes require the use of modern technologies such as the methodology of comparing prices and buying policies through the internet. There is a demand for providing a better customer's quality of shopping, saving customers time and money and integrate all parameters in insurance companies that are important in calculating and creating insurance price.

The current way of exchange - search as integration of data, such as an incident book, would be replaced by a modern automatic search of the database, and use processes that meet all insurance standards. The institutions such as insurance supervisor authorities, state tax office and other institutions will be able to access the data in real-time and receive relevant and accurate information about the insured, the vehicles and the policy.

The research and developing model is based on study of regulation laid down by the Agency for supervision of insurance in Bosnia-Herzegovina and the collection of business data from insurance companies. Although tariffs and prices of vehicle insurance are unique for all insurance companies, there are differences in how the businesses are carried in insurance companies. [1]

Based on these studies and research the new model is developed and proposed for further development and improvement, integration, processing and sale of insurance policies through the Internet.

**Keywords:** Insurance, insured, bonus, malus, accident, premiums, insurance quote, insurance premium, damage.

**The Aim of the Research**

The aim of this research is to learn about methods of the sales of insurance policies, to identify the problems associated with the current methodology of buying and selling vehicles insurance policies and to give a proposal for the modernisation of contemporary models, the design and implementation of which will fully meet the insurance market in Bosnia-Herzegovina.

In terms of Integration with European Union law, the contribution of this paper is to provide better protection to the buyer when purchasing policy as well as a better quality of supply and choice of products including vehicle insurance.

**Review Summary**

In Bosnia and Herzegovina there is currently no insurance company with a developed integrated system forthesaleofvehicleinsurancepoliciesovertheInternet. Most insurance companies are based on systems that are made in house, within the organisation, with the aim of calculating the prices of insurance policy which could be printed out for a customer at the same time. These systems are not fully integrated and often require duplicated work that causes errors, and are time consuming. In addition, insurance companies consider these systems as a business secret and so there is no possibility of the exchange of information in terms of improving the processing and sale of vehicle insurance. [3],[4],[5]
The backlog in the development and implementation of these systems in Bosnia and Herzegovina are the result of the following factors [3],[4],[5]:

1. Partially caused due to lack of computer usage and computer education in Bosnia and Herzegovina.
2. The Support of the financial institutions with the possibility of payment through Internet transactions, use of credit cards, PayPal and other Internet payment methods.
3. Access to technical data of vehicles and other elements relevant to the operation of applications and information systems. The Agency for Identification Documents, Registers and Data Exchange of Bosnia-Herzegovina is a state institution that controls and updates the records of motor vehicles as well as providing access to registered vehicles. At the moment, access to the registry of motor vehicles is partial without the vehicle registration plate number. The partial registry is available only via downloading the data in Excel format. These data are updated once a month, causing a delay in the availability and accuracy in the process of buying insurance. Control and access to the registry is limited by many factors such security vehicle owners, protection from theft and so on. However, access to this data, such as in the European Union, should be available to all businesses and legal institutions to which these data are essential for the development and operation of their organisations.
4. Agencies for supervision of insurance companies do not have or have very limited regulation and written instructions that regulate the sale of insurance policies through the Internet. For these reasons, the formation of an insurance company that sells insurance for vehicles via the internet is difficult and faces a number of bureaucratic obstacles.
5. Access to the register of insurance bonuses and malus is limited and partial. When searching for a driver’s current bonus the Insurers currently use the so-called Book of bonuses (Microsoft Excel spreadsheet). Based on the information of the damage caused to the vehicle and a third party, the bonus and malus could be determined. Register of bonuses and malus is updated once a month. Every insurance company updates its own data related to damages and emails it to the agencies for supervision of insurance companies, where data is migrated and sent back to all the insurance companies. This causes delays in access to this critical data.
6. Tariffs and insurance premium vehicles are the responsibility of the agency for the supervision of insurance companies. At the moment they are fixed and identical for all insurance companies. Price liberalisation would allow better quality of insurance product supply in the market of vehicle insurance. It would allow competition and prestige in insurance companies in order to attract new customers and retain existing customers of vehicle insurance.

THE DEVELOPMENT OF A NEW MODEL OF SELLING INSURANCE

Bearing in mind all the things mentioned in the previous chapters, such as: the impossibility of selection and purchase of insurance policies via the
Internet, the incomplete integration of information relevant to the calculation of policy prices, manual processing of policy prices, and the possibility of making mistakes, etc., a new model of selling insurance policies via the Internet has been developed.

The following Figure 1 shows the diagram and the concept of a new model of insurance policy sales, which is the process of comparison and choice of the product, which is vehicle insurance in this case. [1],[8],[9]

The new model of development is systematic and worked out in order to be operational and not exposed to the high costs of maintenance and use. The new model meets the economic principles of reliability and effectiveness in the use of computer equipment. [8],[9]

For the start, the model is developed for the following insurance types: passenger cars, trucks, trailers, motorcycles, tractors and buses. There is a possibility of further extension such as life, travel, property and other insurances.

This model is integrated with the register of vehicles, register of driver’s bonuses and catalogue of products.

The new model is modular and consists of the following modules [1]:
1. User register
2. Insurance parameters
3. Processing insurance
4. Overview of insurance data
5. Insurance payment

Administration model consists of the following modules [1]:
1. Admin modules e-osiguranja.com
2. Admin modules police (MUP-a)
3. Admin modules insurance company

**THE CATALOGUE OF ADDITIONAL PRODUCTS**

In addition to selling motor insurances, insurance companies are able to sell additional products that are in some form related to motor insurance. These additional products are optional when buying vehicle liability insurance (AO). [1]

The main reason for including these products is to provide better service to the customer and to provide insurance with better coverage. In order to attract customers to buy the policy, the insurance company gives a better deal with better conditions of insurance coverage. Therefore, insurance companies can be recognised on the insurance market in order to offer better prices and quality products, in this case the insurance of motor vehicles. Additional products vary by type of vehicle.

The catalogue of additional products currently includes seven products that may be included with the mandatory insurance offered as a package for motor insurance [1]:

1. **Voluntary excess**
   This is the total amount the driver needs to pay towards the cost of the claim. Compulsory excess which is set by the insurer, and a voluntary excess which is amount driver agree to pay towards a claim in addition to the compulsory excess. This excess is paid by the mandatory addition and volunteer allowance. The Voluntary access reduces the price of insurance.

2. **Legal assistance**
   Provides legal expenses cover in the event that the driver needs to take legal action following a motor accident that is not their fault.

3. **Courtesy car**
   Provides the driver with a courtesy car if the insurers approved repairer is used, subject to availability. This cover normally excludes fault claims where the vehicle is written off or a theft claim is made.

4. **Windscreen cover**
   Coverage for repair of damaged or cracked wind-screens, if it is possible to repair or replace the damaged windshield.

5. **Personal accident covers**
   Coverage for the insured if they are injured in an accident and which is considered to be their fault.
This coverage is usually up to a maximum of (the sum of KM).

6. Breakdown cover
It includes roadside assistance, vehicle back on the road and start the vehicle at home if needed.

7. Bonus protection
The bonus is protected in the event of a driver’s fault.

The parameters and data of add-on products from the catalogue are related to the insurance company. Updates of additional products are carried out by an insurance company that has an active contract with e-osiguranja.com.

The data that could be updated:
1. Availability of the product (Active)
2. Type of additional products
3. The price of additional products

Figure 2 shows the process of user registration and setup of users set on the insurance portal. Registration of a new user on the portal is the standard procedure used by most web applications. The user must have a valid email address and access to the email inbox. The checking of the validity of email addresses is accomplished after the registration on the portal. The user must accept the privacy and terms and conditions of use the portal in order to complete the registration. In the event that the email address has been used in the past, user registration is disabled. The user cannot make the registration using the same email address. After accepting the terms and conditions of use of the portal, an email is sent to user with instructions on how to activate account and complete the registration. After the successful registration of a user account, the user is able to log on to the web portal.

When user log-on on e-osiguranja.com web portal the user is able to:
1. Change password
2. Change user data
3. Change user profile (first name and last name)
4. Change the address (Street and number, city, postal code, phone)
5. Check-out from the portal

Figure 3. The user functions in the application [1]

**Administrative modules**

The basic and most important administrative module is a module of the application eosiguranja.
com (Portal). This module regulates and sets other modules. User login to the admin module is done by the same principle as logging by insurance. [1]

Administrative modules are divided into three groups:
1. E-osiguranja.com module
2. The police (MUP) module
3. The insurance company module

The basic functions of the modules are [8],[9]:
1. Module E-osiguranja.com portal
   • Creating and setting up users of other modules
   • Installation and adjustment of parameters of insurance companies
   • Regulate (activate) the contracts with insurance companies
   • Sets the vehicle registers and a catalogue of bonus and malus
   • Managing and regulates accounting and profit distribution
   • Create and produce various reports

2. The police (MUP) Administration module
   • Search for the vehicle by policy number
   • Search for the vehicles by license-plate number
   • A search for the driver by driver name, surname or personal identification number (JMB)

3. The insurance company module
   • Set up the parameters and data related to own organization (policy prices, the prices of additional products and other information for the policy sale)
   • Set up the contract parameters
   • Create reports related to the own organization

Possibility of functions extension and adding new modules is unlimited. Each module has the same principles of setting up user data as well as logging on to the web portal.

When logged on the insurance web portal the user can choose the type of insurance that is inter-

![Figure 4. The process of data flow in administrative module [1]](image1)

![Figure 5. The process of passenger vehicles insurance [1]](image2)
ested in. In this paper is shown only creating and buying vehicles insurance.

Vehicle insurance is divided into the following categories [3],[4],[5]:
1. The passenger’s car
2. Cargo truck
3. Motorbike
4. Trailer
5. Buses

The web portal users can calculate the new price of the vehicle insurance and views already calculated prices for each vehicles category within the period until the quote expire.

In calculating the new vehicle insurance prices, the web portal guides the user through the selection and enter the necessary vehicle technical details (parameters). The application is designed to enable easy data entry and guiding the user with a logical flow of entering information. The information related to the selection and the technical data of the vehicle are [3],[4],[5]:
1. Vehicle type
2. Vehicle technical details
3. Insurance period
4. Policy details

After entering the data into required fields, the application checks the data format in the field and the accuracy of entered data. In the case of error the application prompts the user and returns to the field where the error was made. Each field is hooked up with the information button that gives concise information about the entered the field.

After entering the necessary vehicle technical data, the application performs the calculation of the policy price and generated quote overview including the additional products prices for each insurance company that has a valid contract with e-osiguranja.com.

The user is able to look at all of the entered data and the calculated policies prices for each insurance company. The application generates and sends an email to the customer with all calculated prices.

After selecting the policy to buy, the user must enter the data of the insured person. The user could be insured representative or insured person.

The last process is buying the policy and payment. Depending on the insurance company and their settings, the buyer will have the option of choice the dynamics of policy payment. After selecting payment dynamics (yearly, half-yearly, quarterly or monthly)

Figure 6. Email with a review of insurance policy quotes [1]
user has is prompted to payment. Policy payment is web link to the Bank through protected connection. However the user must own a valid credit card to complete policy payment. [8]

**REVIEW INSURANCE POLICIES QUOTES**

When transaction payment is successfully completed, the buyer will receive an email with payment information as well as information about the purchased policy.

If the insurance company set the parameter for automatically getting email with information about the sold policy will receive the email that the customer has purchased policy with all relevant data, including the customer and policy details. In addition to this when the insurance company log into the insurance portal can see all sold policies with all the data, customer details and prices.

The insurance company will then make its original policy, and within seven days send to the customer by mail. The insurance company will then register in the web application admin module that the original policy was sent to the customer.

In application all quotes are saved for each user (customer) and insurance company separately. The users have possibility to access their policy prices and quotes in the past (the historical policies data) and even buy a policy if the quote is still valid. The user can update the same data, create a new quote and buy a policy based on past data in valid quotes. Every insurance company can set the valid quote period. After a while, the insurance quote expires and become invalid but user can still view the quote with details. The user can delete a quote from the historical data if is no longer interested in the quote. [8],[9]
The conclusion

The new model has been developed with the aim to modernize and eliminate all the failures of the old system and enabled the purchase insurance over the Internet, the incomplete integration of the essential data for the policy prices calculation. Mostly of current models selling insurances have manual processing of the insurance policy prices, and therefore there is high chance of possibility of making mistakes, data duplication and the lapse in interpretation of legal regulations in insurance industries, etc.

The new model using modern method of comparing prices and quotes and the insurance quote is created in one place and at one of essential data entry for all insurance companies. In developed countries this method selling on internet is widely used on the market for selling various products including insurance policies.

With this modern technology which is used in the development of this model led to the account of the buyer to gain as a better offer with high quality services when buying insurance policies. The insurance companies increased the quality of their services when selling insurance policies and at the same time drastically reduced their administrative processes and the costs within their organizations. This model for the start includes the insurances for passenger cars, commercial vehicle, trucks, motorcycles and buses and left the possibility of further extensions on life, travel and property insurance and other insurance. In addition to the sale of the motor vehicle insurance policy insurance companies are able to sell additional products that are in some form attached to the motor vehicles insurance (product catalogue). Additional products catalogue currently contains seven products that can be included with the obligatory insurance (AO) as motor insurance package deals. The model allows for full integrations and share data between insurance companies and the agency for supervision of insurance companies. Integration with AZORS [3] and the NADOS [5] is accomplished by using web service as well as the ability to access insurance policy data by signing up to the application. Integration with IDDEEA [2] could be through a web service for the purposes of access to the vehicles register and vehicle technical data. Integration with damage registry allows you to specify the premium grade and could be established via a web link. [11]

The methodology of comparing and buying products online, such as insurance policies brings many advantages in the modern mode of sales.
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Abstract: The research of coordination of activities and responsibility-sharing at the appropriate level of road safety management, conducted by analyzing responses from the prepared Questionnaire, in the period before and after the adoption of the Global Plan for the Decade of action for road safety 2011-2020, showed that the improvement or deterioration of the state of road safety at all levels of management, particularly at the local level within Montenegro, can be directly associated with the achievement of coordination of activities and responsibility sharing for the state of road safety. The aim of the paper is to encourage the development of the road safety system in local communities, basing on a vertical coordination in national and local activities and horizontal coordination in activities at the local level, with the establishment of a responsibility sharing system for the state of road safety in local communities.
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INTRODUCTION

After recognising in 2004 that road safety is a global problem [24] the World Health Organisation declared in 2009 that it is time for activities for road safety [25]. In 2010 United Nations declared a Decade of action for road safety 2011-2020 [20]. The goal of the Decade is to stabilize and then reduce the forecast level of road traffic fatalities and thus save 5 million lives in the world by 2020. For the international coordination of national activities to achieve the goals of the Decade, a Global plan for the Decade of action for road safety is adopted [26]. By the Global Plan for the Decade of action for road safety 2011-2020, an overall framework is formed, in which are the five pillars for activities at national level: road safety management, safer roads and mobility, safer vehicles, safer road users and post-crash response [26].

Encourage the creation of multi-sectorial partnerships and designation of lead agencies with the capacity to develop and lead the delivery of national road safety strategies, plans and targets, underpinned by the data collection and evidential research to assess countermeasure design and monitor implementation and effectiveness, is the first pillar of national activities recommended by the Global plan for the Decade of action for road safety 2011-2020 [26], based on the recommendations of the World report on road traffic injury prevention, proposed by the Global Road Safety Commission (2009).

This can be achieved through:
- encouraging the establishment of coordination groups,
- building partnership coalitions, by involving different sectors (traffic, health, police, judi-
In this paper, the road transport safety is analyzed as a product of management system based on coordination of activities and responsibility sharing. This paper analyzes the changes in the state of road safety in the period before (2007 and 2010) and the period after (2013 and 2014) the adoption of the Global Plan for the Decade of action for road safety [26], adopted for the international coordination of national activities and promoting accountability for the achievement of the objectives of a Decade of action for road safety 2011-2020.

Basic indicators of road safety, which were used in the analysis, are the number of fatalities and the public risk (deaths per 100,000 population).

Space research includes: at global level - the world, at regional level - WHO regions, at national level – Montenegro, and at local level – local communities - municipalities in Montenegro.
The research covered the period from 2007 to 2010, for the period prior to adoption, and from 2013 to 2014, for the period after the adoption of the Global Plan for the Decade of action for road safety.


The research of coordination of activities at the appropriate level of road safety management is conducted by analysing responses from the Questionnaire (Table 1).

### Table 1. Questionnaire. Research of coordination of activities at the appropriate level of road safety management

<table>
<thead>
<tr>
<th>Questions</th>
<th>Yes</th>
<th>Partial</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are interventions being coordinated horizontally across competent bodies to achieve the desired focus on results?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are interventions being coordinated vertically between competent bodies to achieve the desired focus on results?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has coalition partnership been built between competent bodies to achieve the desired focus on results?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have Parliamentary committees and procedures supporting the coordination process been established to achieve the desired focus on results?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has responsible decision making at higher institutional levels been established, and has legal responsibility of competent bodies to design road transport systems at lower institutional levels been established to achieve the desired focus on results?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The research of coordination of activities at the global level of road safety management, conducted by analyzing responses from the Questionnaire (Table 2) shows that further improvements in road safety are possible and that they will be generated by

### Figure 1. Changes in the number of fatalities and the public risk at the global level

#### State of road safety

**Global level - world**

According to the Global status reports on road safety for 2007, 2010 and [25], the number of deaths on the world’s roads is reduced from 1.3 million in 2007 to 1.25 million in 2013, while in 2010 it amounted to 1.24 million, which means that it has remained fairly constant from 2007 to 2013, despite an increase in global motorization and population. At the same time, the public risk is reduced from 18.8 to 17.5 died per 100,000 population (Figure 1). This indicates that interventions to improve global road safety prevented an increase in the overall death occurring, which would certainly occurred without the interventions. The goal of the Decade to, first, stabilize the number of road traffic fatalities in the world, is achieved in the first two years of implementation.
the road safety management, based on coordination of activities and responsibility sharing.

**Regional level - WHO regions**

The public risk in road transport varies considerably across WHO regions, with no change in the order, in the period before (2007, 2010) and the period after (2013) the adoption of the Global Plan.

However, in the African region, there has been a deterioration of road safety by increasing the rate of public risk from 24.1 in 2010 to 26.1 in 2013, while in all other regions, in this period, there was a decreasing of public risk (Figure 2), which is linked to the level of road safety management system, based on coordination of activities and responsibility sharing.

**National level - Montenegro**

According to the Status reports on road safety in Montenegro for 2007, 2010 and 2013 [15], the number of traffic fatalities on the roads of Montenegro declined from 122 in 2007, to 95 in 2010, to 74 in 2013, according to the linear legality. At the same time, the public risk is reduced from 19.8 in 2007, to 15.3 in 2010, to 11.9 in 2013, according to the linear legality (Figure 3). This indicates that interventions to improve national road safety achieved the goal to reduce the number of road traffic fatalities in Montenegro.

---

**Table 2.** Questionnaire. Research of coordination of activities at the global level of road safety management

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Are interventions being coordinated horizontally across competent bodies to achieve the desired focus on results?</td>
<td>Second UN Global Road Safety Week, 6-13 May 2013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are interventions being coordinated vertically between competent bodies to achieve the desired focus on results?</td>
<td>Third UN Global Road Safety Week, 4-10 May 2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2nd Global High-Level Conference on Road Safety results in “Brasilia Declaration”, 18-19 November 2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has coalition partnership been built between competent bodies to achieve the desired focus on results?</td>
<td>UN Road Safety Collaboration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Global Road Safety Partnership</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have Parliamentary committees and procedures supporting the coordination process been established to achieve the desired focus on results?</td>
<td>On 10 April 2014 the UN General Assembly adopted a resolution on “Improving global road safety”.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has responsible decision making at the global institutional levels been established to achieve the desired focus on results?</td>
<td>United Nations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>World Health Organisation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>World Bank</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministers and heads of delegations gathered at the Conference in Brasilia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The research of coordination of activities at the national level of road safety management in Montenegro, conducted by analyzing responses from the Questionnaire (Table 3), shows that further improvements in road safety are possible and that they will be generated by focusing on the road safety management system, based on coordination of activities and responsibility sharing.

**Local level - local communities-municipalities in Montenegro**

For the local communities-municipalities in Montenegro, the changes in the number of fatalities and the public risk are shown in Figure 3.

**Figure 3.** Changes in the number of fatalities and the public risk in Montenegro

![Graph showing changes in fatalities and public risk](image-url)

Table 3. Questionnaire. Research of coordination of activities at the national level of road safety management in Montenegro

<table>
<thead>
<tr>
<th>Questions</th>
<th>Yes</th>
<th>Partial</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are interventions being coordinated horizontally across competent bodies</td>
<td>Coordination body for</td>
<td></td>
<td></td>
</tr>
<tr>
<td>to achieve the desired focus on results?</td>
<td>supervising the</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>implementation of</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>the Strategy for</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>improving the safety</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>in road transport</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of the Interior</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of Transport and Maritime Affairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of Health</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Are interventions being coordinated vertically between competent bodies to achieve the desired focus on results?

<table>
<thead>
<tr>
<th>Has coalition partnership been built between competent bodies to achieve the desired focus on results?</th>
<th>Coordination body for supervising the implementation of the Strategy for improving the safety in road transport</th>
<th>Development banks, NGOs</th>
</tr>
</thead>
<tbody>
<tr>
<td>-----------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td>Ministry of the Interior</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of Transport and Maritime Affairs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of Education</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ministry of Health</td>
<td></td>
</tr>
</tbody>
</table>

Have Parliamentary committees and procedures supporting the coordination process been established to achieve the desired focus on results?

|----------------------------------------------------------------------------------------------------------------------------------|---------------------------------------|---------------------------------|-----------------------------------|-----------------------------|
Montenegro it has been analyzed only the period after the adoption of the Global Plan (2013 and 2014) [11], because in the Status reports on road safety in Montenegro for 2007 and 2010 there is no data for local communities-municipalities.

The public risk in road transport varies dramatically by municipalities in Montenegro, reaching unbelievable rate of 262.5 in Kolasin municipality and 193.2 in the municipality of Savnik, in 2013 rates of 92.4 in the municipality of Pluzine, and 47.8 in Kolasin municipality in 2014 (Figure 4 and 5). The rate of public risk of 262.5 in Kolasin in 2013, was realized due to the tragedy of Romanian bus in the canyon Platije, where in one accident 18 people died and because Kolasin has 8,380 inhabitants [11], and in the municipality of Savnik due to the tragedy in the tunnel Ivica, where in one accident all four people died and because Savnik has 2,070 inhabitants [11].

The research of coordination of activities at the local level of road safety management in Montenegro, conducted by analyzing responses from the Questionnaire (Table 4), shows the coordination of activities at the
level of the capital city, a partial coordination in larger municipalities and a lack of coordination of activities in small municipalities. The establishment of the body for road safety at the community level, which would constantly upgrading the road safety on its territory, is not normatively regulated in Montenegro. However, road safety management at the local level can be set analogous to road safety management at the national level, so as to, for those purposes at the level of local communities, establish local institutions with the necessary resources, in the form from local agencies to advisers, depending on the size of the local community and the development of road traffic in it. By establishing of such a body, the local community would have an authority solely responsible for the area of road safety at the local community level, with a defined concrete tasks of continuous status monitoring, planning, organizing and coordinating activities, control of their implementation and effectiveness, to achieve the goal of improving road safety in the local community.

**Conclusion**

The analysis of changes in the state of road transport safety in the period before (2007 and 2010) and the period after (2013 and 2014 years ago) the adoption of the Global Plan for the Decade of action for road safety 2011-2020, at global level within the world, regional level within WHO regions, national level within Montenegro, and local level within local communities of Montenegro, and the research of coordination of activities and responsibility-sharing at these levels of road safety management, conducted by analyzing responses from the prepared Questionnaire, showed that the improvement or deterioration of the state of road safety at all these levels of management, particularly at the local level within the local communities of Montenegro, can be directly associated with the achievement of coordination of activities and sharing of responsibilities for the state of road safety.

By encouraging the development of the road safety system in local communities, and by establishing a local institution with the necessary resources, in the form from local agencies to advisers, depending on the size of the local community and the development of road traffic in it, the local community would have an authority solely responsible for the area of road safety at the local community level.

By developing a road safety system in local communities, basing on a vertical coordination in national and local activities and horizontal coordination in activities at the local level, with the establishment of a system of responsibility sharing for the state of road safety in local communities, a further reduction of mortality in road transport would be generated, because 2016 and coming years are the time to achieve results to improve road safety.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Yes</th>
<th>Partial</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are interventions being coordinated horizontally across competent bodies to achieve the desired focus on results?</td>
<td>Capital city</td>
<td>Larger municipalities</td>
<td>Smaller municipalities</td>
</tr>
<tr>
<td>Are interventions being coordinated vertically between competent bodies to achieve the desired focus on results?</td>
<td>Capital city</td>
<td>Larger municipalities Control of the traffic flow</td>
<td>Smaller municipalities</td>
</tr>
<tr>
<td>Has coalition partnership been built between competent bodies to achieve the desired focus on results?</td>
<td>Capital city</td>
<td>Larger municipalities Nongovernmental organizations</td>
<td>Smaller municipalities</td>
</tr>
<tr>
<td>Have Parliamentary committees and procedures supporting the coordination process been established to achieve the desired focus on results?</td>
<td></td>
<td>Decision on municipal and unclassified roads in the territory of the capital - Podgorica (2009)</td>
<td>Smaller municipalities</td>
</tr>
<tr>
<td>Has legal responsibility of competent bodies for roads at the local level been established to achieve the desired focus on results?</td>
<td></td>
<td>Decision on municipal and unclassified roads in the territory of the capital - Podgorica (2009)</td>
<td>Smaller municipalities</td>
</tr>
</tbody>
</table>
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